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 چکیده 

تحلیل نظرات مشتریان پوشاک زنان  ودر این مقاله به بررسی و تجزیه

تکنیک از  استفاده  طبیعی  با  زبان  پردازش  و  ماشین  یادگیری  های 

شده شامل های یادگیری ماشین به کار گرفتهمدل.  شودمی پرداخته

ماشین بردار پشتیبان، رگرسیون لجستیک، درخت تصمیم، جنگل 

چندجمله ساده  بیز  مکمل،  تصادفی،  ساده  بیز  و   XGBoostای، 

LightGBM  منظور برداری کردن و استخراج ویژگی متن هستند. به

-شود. مدلاستفاده می Word2vecو  TF-IDFنظرات از الگوریتم 

-ازی موضوعی با استفاده از روش تخصیص دیریکله پنهان و خوشهس

شود. مجموعه داده مورداستفاده مربوط انجام می  K-Meansبندی  

به نظرات پوشاک زنان و متغیر هدف امتیازهای مشتریان در نظرات 

کلاسه انجام کلاسه و پنجکلاسه، سهرو در حالت دواست. مطالعه پیش

و در هر سه حالت بهترین عملکرد مربوط به مدل جنگل تصادفی با  

در   91/0کلاسه و  در حالت سه  95/0در حالت دوکلاسه،    98/0دقت  

 شود. کلاسه برآورد میحالت پنج

تحلیل احساسات، یادگیری ماشین، پردازش زبان  وتجزیهکلمات کلیدی:  

 سازی موضوعی کاوی، رفتار مشتری، مدلطبیعی، متن
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Abstract 

Given that modeling and predicting customer 

behavior using data science helps companies gain 

a better understanding of customer behavior, this  

research focuses on analyzing customer reviews in 

the women’s clothing domain within e-commerce. 

We employ machine learning techniques and 

natural language processing (NLP) to achieve this 

goal. The machine learning models used include 

Support Vector Machine, Logistic Regression, 

Decision Tree, Random Forest, Multinomial Naive 

Bayes, Complement Naive Bayes, XGBoost, and 

LightGBM. To extract and vectorize text features 

from the reviews, we utilize the TF-IDF  and 

Word2vec algorithms. We employ Topic Modeling 

using Latent Dirichlet Allocation (LDA) method 

and k-means clustering. The dataset consists of 

women’s clothing reviews, with the target variable 

being customer ratings in those reviews. The study 

is conducted in binary, three-class, and five-class 

scenarios. The target variable, which originally has 

five classes (scores 1 to 5), is categorized into two-

class and three-class modes. In the two-class 

mode, scores below 3 are class zero, while scores 

of 3 and above are class one. In the three-class 

mode, scores below 3 are class zero, scores equal 

to 3 are class one, and scores above 3 are class two. 

In all three cases, the Random Forest model 

performs best, achieving an accuracy of 0.98 in 

the binary case, 0.95 in the three-class case, and 

0.91 in the five-class case. After performing the 

required preprocessing and feature engineering, 

principal component analysis (PCA) and T SNE 

are applied. After that, the scatter diagram of the 

data is drawn and the optimal number of clusters 3 

is estimated using the elbow and silhouette 

diagrams. In the next step, by removing 
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punctuation marks, stop words and words with less 

than three letters, converting the first letter of the 

words to lowercase and lemmatization, data 

cleaning was done. After that, topic modeling is 

done and each of the topics and words related to 

them are examined. In the next step, the topics are 

examined in different clusters.   These analyzes 

provide a comprehensive understanding of the key 

themes and concerns customers have when 

considering womenswear items in each of the four 

topics. 
Keywords: Sentiment analysis, Machine learning, 

Natural language processing, Text mining, Customer 

behavior 
 مقدمه  - 1

رتبه  اینترنت  کاربران و  خود  نظرات  نوشتن  ازبا  محصولات،    بندی 

اند.  پیدا کرده  تغییر  اطلاعات  ناشران  به   سنتی   اطلاعات  هایگیرنده

قابل حجم  ذخیره  به  منجر  عمل  ارزشمند این  اطلاعات  از  توجهی 

کهمی  الکترونیک  تجارت  هایسایتوب  توسط وتحلیل تجزیه   شود 

-توانایی  های بازاریابی مناسب، ازکارگیری تکنیک به  منظوربهها  آن

 و  بندیرتبه  . [2,  1] گیردمی  پیشی  هاانسان  شناختی  پردازش  های

 تحلیل  .دارند  مشتری  احساسات  درک   در  مهمی  نقش  نظرات

 کارهاوکسب  به   و   است  مهم   بسیار  الکترونیک  تجارت   در  احساسات

و تجزیه   را  مشتری  بازخورد  تا   کندمی  کمک  را   روندها   وتحلیل 

تحلیل  شناسایی  برای   مورداستفاده  استراتژی  احساسات،  کنند. 

 [3]است    متنی   هایداده  در  شدهبیان  احساسات  ارزیابی  و  استخراج
آن   هدف   مشتریان،   نظرات  از  محصول  معایب  و  مزایا  استخراجو 

 اطلاعات   استخراج  و   منفی   و  مثبت نظرات  وتحلیلتجزیه   به  پرداختن

 نرخ   افزایش  و  تولید  برای  انتخاب  محصول،  بهبود  منظوربه   برجسته

تحلیل این اطلاعات و درک احساسات وبرای تجزیه  .[4]خرید است  

از روشمشتری، می پردازش توان  یادگیری ماشین و  بر  های مبتی 

 زبان طبیعی استفاده کرد.  

روش بر  مبتنی  رویکردی  پژوهش  این  در  منظور  همین  های به 

 و نظرات اساس های یادگیری ماشین بر پردازش زبان طبیعی و مدل

توان با مشتریان ارائه خواهیم کرد که به کمک آن می  های بندیرتبه 

های بازاریابی  آگاهی از احساسات مشتریان خود خدمات و استراتژی

ی در این مقاله با استفاده از مجموعه دادهمناسب را به کار گرفت.  

یا  به بررسی رضایت  الکترونیکی  زنان در خریدهای  نظرات پوشاک 

عدم رضایت از خرید مشتریان، شناسایی عوامل موثر بر رفتار آنها از  

سازی موضوعی بر اساس طریق شناسایی احساسات متن نظرات، مدل

بندی محصولات به منظور شناسایی موضوعات کلیدی به همراه دسته 

مدل ارائه  نهایت  در  و  مشتریان  بندی  کلاسخوشه  بندی  های 

ادگیری های پردازش زبان طبیعی و یاحساسات با استفاده از تکنیک

 مشتریان   نظرات  نهفته در  احساسات  شود. درکماشین پرداخته می

 مشتریان   رضایت  مورد  در  ارزشمندی  اطلاعات  اهمیت فراوانی دارد و

 مثبت   احساسات.  دهدمی  شرکت ارائه  خدمات  یا  محصولات  نسبت به

و  یدهندهنشان مشتریان  رضایت  و   منفی  احساسات  خوشحالی 

هستندزمینه  یدهندهنشان بهبود  نیازمند   این  شناسایی  با.  های 

  برای  را  خود  های استراتژی   توانندمی  کارها   و   کسب  احساسات،

د. به  کنن  تنظیم   خود  مشتریان  خاص  هاینگرانی  و  نیازها  به   رسیدگی

پیش مقاله  منظور هدف کلی  تکنیکهمین  ارائه  و مدلرو  هایی  ها 

است که با ترکیب پردازش زبان طبیعی و یادگیری ماشین، اطلاعات 

های عمیق و عملی برای های پوشاک را به بینشهای شرکتو داده

قدرت بازخوردهای مشتریان برای ها تبدیل و از  رشد و موفقیت آن

کلی مشتری از خرید خود استفاده   بهبود محصولات، خدمات و تجربه

   کنند. می

است که در بخش   این صورت  به  مقاله  ادامه  مرور    2ساختار  به 

ادبیات موضوع و بیان کارهای مرتبط پرداخته خواهد شد. در بخش 

های  به ارزیابی مدل  4شناسی و مبانی نظری بیان و در بخش  روش  3

بهسازیپیاده نتایج  ارائه  و  در دستشده  شد.  خواهد  پرداخته  آمده 

 های آینده مطرح خواهد شد. گیری و پیشنهادنتیجه 5بخش 

 مرور ادبیات موضوع  - 2

طور شده است. هماننشان داده  1جدول  در    خلاصه کارهای مرتبط

می مشاهده  نظرات  شود،  که  بررسی  منظور  به  گذشته  مطالعات 

داده مجموعه  با  الکترونیک  خریدهای  در  پوشاک  های  مشتریان 

مدل و  هدف  متغیر  انجام  متفاوت،  متفاوت  ماشین  یادگیری  های 

دادهشده آنجایی که مجموعه  از  با    اند.  مقاله  این  در  استفاده  مورد 

مقالات   با  زنانه  پوشاک  الکترونیک  تجارت  نظرات  ،  [6]،  [ 5]عنوان 

یکسان است،  [14]و    [13]،  [12]، [ 11]،  [10]، [9]،  [3]،  [ 8]،  [7]

این مجموعه داده  شود.  ها پرداخته میدر ادامه به بررسی بیشتر آن 

است که   قرار گرفته  استفاده  تحقیقات متعددی مورد  بر    بیشتردر 

پیش و  مشتریان  احساسات  آنتحلیل  رفتارهای  متمرکز بینی  ها 

دادههستند اکتشافی  تحلیل  شامل  تحقیقات  این  از  برخی  و  .  ها 

 های یادگیری ماشین مانندبینی احساسات با استفاده از مدلپیش
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های و درخت تصمیم، همچنین مقایسه مدل ماشین بردار پشتیبان

در  است.  مشتریان  نظرات  تحلیل  برای  ماشین  یادگیری  مختلف 

های مختلف مقایسه با این تحقیقات، تحقیق حاضر با استفاده از مدل

مدل دقت  تا  است  کرده  تلاش  ماشین  و  یادگیری  تحلیل  در  را  ها 

از طبقه  استفاده  این،  بر  بهبود بخشد. علاوه  بندی نظرات مشتریان 

در  Vec2Word و IDF-TF مانند های پردازش زبان طبیعیتکنیک 

سازی موضوعی با روش تخصیص دیریکله ها و مدلاستخراج ویژگی

های خاص این تحقیق است که به دقت بیشتر در پنهان، از ویژگی

ن،  بندی نظرات کمک کرده است. بنابرایبینی احساسات و دستهپیش

تر های مختلف و ارزیابی دقیقاین تحقیق با استفاده از ترکیب روش

.  ها، به نتایج متفاوتی از سایر تحقیقات مشابه دست یافته است مدل

لین  مطالعهدر   همکاران  [5]های  و  کوبروسلی  و  [ 6]،  مونیاسامی   ،

، لوکیلی  [3]، کاسیمو و همکاران  [8]، سونیل و شیرازی  [7]همکاران  

متغیر هدف در نظر گرفته به منظور   [ 11]و شتی و همکاران    [9]

های یادگیری ماشین ستون ویژگی شاخص پیشنهاد سازی مدلپیاده

محصول در مجموعه داده و در حالت دو کلاسه )صفر برای پیشنهاد  

نکردن محصول توسط مشتری و یک برای پیشنهاد محصول توسط 

و مطالعه    [12]اند. در مطالعه شتی و همکاران  مشتری( انجام شده

متغیر هدف در نظر گرفته شده ستون ویژگی    [13]یابس و همکاران  

امتیاز محصولات و در حالت دو کلاسه با مرز امتیاز سه )امتیازهای 

و امتیازهای کمتر از سه به عنوان   1برابر سه و بالاتر به عنوان کلاس  

توجه این است که مجموعه اند. موضوع قابلکلاس صفر( صورت گرفته 

طور که ی مطالعات یکسان است و همانداده مورداستفاده در همه

با تجزیه ادامه  این تحلیل دادهودر  اکتشافی نشان خواهیم داد  های 

و  محصول  پیشنهاد  شاخص  هدف  متغیرهای  برای  داده  مجموعه 

ازآنجایی نیست.  متعادل  مشتریان  بسیاریامتیاز    هایمدل  از  که 

 اختلاف   که  زمان  هر  لجستیک،  رگرسیون   مانند  ماشین،  یادگیری

 عملکردی   مشکلات  با  باشد،  نامتعادل  داده  نقاط  تعداد  بین  نسبت

به  [8]شوند  می  مواجه غیرقابلو  از  جلوگیری  بودن منظور  اعتماد 

شده موضوع متعادل سازیهای پیادهنتایج و معیارهای ارزیابی مدل

 کردن مجموعه داده مهم است و باید موردتوجه قرار گیرد. 

انجام مرتبط  کارهای  میان  متعادل  در  بحث  مطالعه  چهار  شده 

داده قرار  موردبررسی  و  کرده  مطرح  را  داده  مجموعه    اند. کردن 

به صورت تصادفی   منظور انجام این کار به  [ 6] کوبروسلی و همکاران  

انتخاب کردهمجموعه اند. در این  های متعادل آموزش و آزمایش را 

سونیل  تری از روش انجام کار ارائه نشده است.  مطالعه توضیح دقیق

منظور متعادل کردن مجموعه داده از روش افزایش  به [8]و شیرازی  

اقلیت استفاده کردهتعداد داده  اما به تکنیک انجام  ها در کلاس  اند 

در بخش    [ 9]لوکیلی  ای نشده است.  این کار به صورت صریح اشاره

با  وتجزیه داده  مجموعه  نبودن  متعادل  موضوع  به  اکتشافی  تحلیل 

متغیر هدف شاخص پیشنهاد محصول پی برده است. با این حال در 

از روش استفاده  بر  مبنی  توضیحی  مقاله  این ادامه  رفع  برای  هایی 

به   [ 11]نامتعادل بودن در نظر گرفته نشده است.  شتی و همکاران  

کرده اشاره  داده  مجموعه  بودن  بهنامتعادل  راهکاری  اما  منظور اند 

اند که  ها بیان کردهحال آنبرطرف کردن آن ارائه نشده است. بااین

اعتماد نیست  به دلیل نامتعادل بودن مجموعه داده معیار صحت قابل

و بهتر است از معیارهای دقت و پوشش برای ارزیابی عملکرد مجموعه 

 های نامتعادل استفاده شود.داده

عنوان متغیر  رو با در نظر گرفتن امتیاز محصولات بهدر مطالعه پیش

برای رفع مشکل نامتعادل بودن   SMOTEکارگیری روش  هدف و به

های یادگیری ماشین و پردازش زبان مجموعه داده و به کمک تکنیک

کلاسه و  کلاسه، سهتحلیل احساسات در حالت دووطبیعی به تجزیه

شد. پنج خواهد  پرداخته  از   SMOTEروش    کلاسه  استفاده  با 

داده- kالگوریتم   تولید  به  همسایه  جدید نزدیکترین  مصنوعی  های 

تکنیک   [15]پردازد  می با  مقایسه  در  تعداد  و  افزایش  معمول  های 

مانند  داده اقلیت  کلاس  در  است OverSamplingها  ممکن  که   ،

های تکراری زیادی به مجموعه اضافه و نتایج را غیرقابل اعتماد داده

حالت  کنند در  مقاله  انجام  همچنین  است.  بهتری  دو  انتخاب  های 

تر و با جزئیات بیشتر  به بررسی دقیقکلاسه  کلاسه و پنجکلاسه، سه

احساسات مشتریان کمک می و  بر موضوعاتی که  رفتار  علاوه  کند. 

سازی موضوعی و برآورد موضوعات نهفته اشاره شد، در این مقاله مدل

نیز انجام  تخصیص دیریکله پنهان در متن نظرات با استفاده از روش  

ی این موارد اطلاعات مهمی در رابطه با  شود. نتایج حاصل از همهمی

ها در شناخت عوامل مؤثر بر رفتار مشتریان و تحلیل احساسات آن

 دهد. اختیار ما قرار می
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 مرتبط   یکارها خلاصه 1 جدول

 یادگیری ماشینهای لمد متعادل کردن مجموعه داده  متغیر هدف  مجموعه داده  و سال انتشار عنوان مقاله

تحلیل احساسات نظرات مشتریان تجارت الکترونیک  

 [5] ( 2020بر اساس پردازش زبان طبیعی )

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

شاخص پیشنهاد 

 محصول 
- 

بردار   لجستیک،  رگرسیون ماشین 

   Xgboost  جنگل تصادفی،  پشتیبان،
 LightGBM  و

متنی تجارت الکترونیک با   نظراتتحلیل آماری  

 [6] (2022) های مبتنی بر درختاستفاده از روش

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

شاخص پیشنهاد 

 محصول 

های متعادل آموزش  انتخاب مجموعه

( به صورت  2504( و آزمایش )5840)

 تصادفی 

تصادفی،   درخت XGBoostجنگل   ،

 تصمیم و تقویت گرادیان

وتحلیل نظرات آنلاین مشتریان  با استفاده از  تجزیه

 [7]( 2022های یادگیری ماشین )تکنیک

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

شاخص پیشنهاد 

 محصول 
- 

بیز ساده، رگرسیون لجستیک، ماشین  

 بردار پشتیبان و شبکه عصبی

های بندی نظرات مشتری با استفاده از تکنیککلاس 

 [8]( 2023یادگیری ماشین و یادگیری عمیق )

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

شاخص پیشنهاد 

 محصول 
 ها در کلاس اقلیت افزایش تعداد داده 

 بردار  ماشین  لجستیک،  رگرسیون

 جنگل تصمیم، درخت خطی، پشتیبان

 AdaBoost تصادفی و

تحلیل احساسات قابل توضیح برای بازاریابی شخصی  

 [3]( 2023نساجی )

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

شاخص پیشنهاد 

 محصول 
 رگرسیون لجستیک -

وتحلیل احساسات نظرات محصول برای توصیه  تجزیه

(  2023تجارت الکترونیک بر اساس یادگیری ماشین )

[9] 

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

شاخص پیشنهاد 

 محصول 
- 

جنگل   لجستیک،  رگرسیون 

 CatBoostو   KNNتصادفی، 

  مد زمینه  در  آنلاین نظرات  رایج اصطلاحات کاوش

 [16]( 2023بودن نظر )  مفید بینی پیش  برای
مشتریان  نظرات

 آمازون مد پلتفرم

شاخص مفید 

 بودن نظر
- 

جنگل تصادفی، ماشین بردار پشتیبان، 

گرادیان  تقویت  لجستیک،  رگرسیون 

مدل  و تصادفی،  موضوعی  سازی 

 تخصیص دیریکله پنهان

  مشتریان نیازهای  درک برایواکاوی نظرات آنلاین  

 [17]( 2023) تطبیقی لباس

نظرات مشتریان 

    Silvertsآمازون،

IZ-Adaptive, 

ResellerRating 

- - 
( پنهان  دیریکله  و LDAتخصیص   )

 سازی موضوعی مدل

  بسترهای در  زنانه  لباسنظرات   احساسات تحلیل

(  2023) یماشین یادگیری رویکرد: الکترونیک تجارت 

[18] 

نظرات تجارت  

 الکترونیک بنگلادش
 - احساسات 

جنگل تصادفی، ماشین بردار پشتیبان، 

تقویت   بیز ساده،  رگرسیون لجستیک، 

کوتاه  حافظه  طولانی، گرادیان،  مدت 

و  مدل موضوعی  تخصیص سازی 

 (LDAدیریکله پنهان )

  انتظارات استخراج برای موضوع  سازیمدل از استفاده

 [10]( 2023)  زنان  پوشاک از موردی: مشتریان

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

- - 
 دیریکله  تخصیصسازی موضوعی،  مدل

 (LDA) پنهان

های یادگیری ماشین با  سازی هایپرپارامتر مدلبهینه

ای برای تحلیل احساسات  استفاده از جستجوی شبکه

 [11]( 2024نظرات آمازون ) 

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

شاخص پیشنهاد 

 محصول 
- 

 لجستیک،  رگرسیون  تصمیم،  درخت

  ساده،   بیز  پشتیبان،  بردار  ماشین

XGBoost تصادفی جنگل  و 

الکترونیک   های تجارتکاوش احساسات بازخورد داده

(  2024های یادگیری ماشین )با استفاده از الگوریتم

[12] 

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

امتیازهای 

مشتریان )در 

حالت دوکلاسه با  

 ( 3مرز امتیاز 

- 

بیز   ساده،  بیز  لجستیک،  رگرسیون 

چندجمله برنولی،  ساده  ساده  بیز  ای، 

ماشین بردار پشتیبان، جنگل تصادفی  

 AdaBoostingو 
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:  زنان لباس از  رضایت  برای ها توصیه بر  مؤثر عوامل

  نظرات  از استفاده  با  پنهان دیریکله تخصیص رویکرد

 [14]( 2024)  آنلاین

نظرات تجارت  

الکترونیک پوشاک  

 زنانه
- - 

 دیریکله  تخصیصسازی موضوعی،  مدل

   طبیعی زبان پردازش و( LDA) پنهان

  تجارت نظرات  احساسات این مطالعه: تحلیل

  زبان پردازش هایتکنیک از استفاده الکترونیک با 

 ماشین  یادگیری و طبیعی

نظرات تجارت  

الکترونیک پوشاک  

 زنانه

امتیازهای 

مشتریان در 

حالت دوکلاسه،  

-کلاسه و پنجسه

 کلاسه

SMOTE 

ماشین لجستیک،  -برداررگرسیون 

جنگل   تصمیم،  درخت  پشتیبان، 

بیزساده  مکمل،  بیزساده  تصادفی، 

و    XGBoostای،  چندجمله

LightGBM  ،موضوعی،  مدل سازی 

و LDA)  پنهان  دیریکله  تخصیص  )  

 طبیعی  زبان پردازش

 

 شناسی روش  - 3

شکل   انجام  1در  مطالعه  میمراحل  مشاهده  این  شده  در  شود. 

مطالعه پس از انتخاب مجموعه داده مربوط به نظرات پوشاک زنان،  

داده کردن  تمیز  انجام  پیشبه  و  مدیریت  پردازشها  چون  هایی 

ستون حذف  گمشده،  داده  مقادیر  ردیف  شماره  به  ها  مربوط 

 شود. پرداخته می

منظور شناخت و درک مجموعه داده به  ی بعد ابتدا بهدر مرحله

شود که در ادامه موردبحث قرار تحلیل اکتشافی انجام می وتجزیه

پردازش به انتخاب  خواهد گرفت. در بخش بعد، پس از انجام پیش

،  IDF-TFتوسط الگوریتم    3و مهندسی ویژگی  2، استخراج 1ویژگی 

روش   از  استفاده  با  داده  مجموعه  کردن  و    SMOTEمتعادل 

ی مجموعه داده آموزش و آزمایش صورت  تفکیک آن به دو دسته

سازی های یادگیری ماشین موردنظر پیادهگیرد. درنهایت مدلمی

 گیرد. ها مورد ارزیابی قرار میو عملکرد آن

 آوری داده جمع -3-1

های تجاری  مجموعه داده مورداستفاده در این مطالعه شامل داده

-، از وب4واقعی و با عنوان نظرات تجارت الکترونیک پوشاک زنانه

است    Kaggleسایت   شده  شامل  [19]دانلود  داده  مجموعه   .

کننده  ستون ویژگی است و هر ردیف آن بیان  10ردیف و    23486

بررسی، سن مشتری صاحب نظر، عنوان نظر،   حال  شناسه قطعه در

به امتیاز مشتری    5  تا  بدترین  1  از  محصول موردنظر  متن نظر، 

بهترین، شاخص پیشنهاد محصول توسط مشتری، تعداد مشتریانی  

 
1 Feature Selection 
2 Feature Extraction 
3 Feature Engineering 
4 Women’s clothing e-commerce reviews 
5 Product high level division 
6 Numerical 

محصول   بخش  اند، نامکننده دانستهکه این نظر را مثبت و کمک

-محصول است. ستون کلاس  محصول و نام  بخش  ، نام 5بالا  سطح

،  7ای ، رشته6های ویژگی این مجموعه داده شامل متغیرهای عددی

 شود.  می 10ای و طبقه 9، عددی دودویی 8عددی ترتیبی 
 

 

 شدهانجام مطالعه یشناسروش 1 شکل

 های اکتشافیوتحلیل دادهتجزیه   3-2

( پس از EDA)  11های اکتشافی تحلیل دادهومنظور انجام تجزیهبه

، ابتدا محاسبه پارامترهای  12بررسی و حذف مقادیر داده گمشده 

ویژگی  برای  توصیفی  ماتریس  آمار  سپس  و  انجام  عددی  های 

ویژگی  این  میهمبستگی  ترسیم  تحلیل  ها  به  ادامه  در  شود. 

شود. پس از حذف مقادیر داده گمشده تعداد  ها پرداخته میویژگی

در نظر گرفته    19662های موردبررسی مجموعه داده برابر با  ردیف

7 String 
8 Ordinal variable 
9 Binary variable 
10 Categorical 
11 Exploratory Data Analysis 
12 Missing values 
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شود. میانگین گروه سنی افرادی که نظرات خود را در رابطه با  می

سال    43اند حدود  شده به اشتراک گذاشتهپوشاک زنان خریداری

شود. میانگین امتیازها برابر سال برآورد می  99تا    18ی  و در بازه

محاسبه شده و   0/ 81و میانگین شاخص پیشنهاد محصول    1/4با  

ی آن است که در حالت کلی مشتریان از خرید خود دهندهنشان

ثبت نظرات  که  مشتریانی  تعداد  دارند.  و رضایت  مفید  را  شده 

شکل  عدد متغیر است. در    122تا    0اند نیز از  کننده دانستهکمک

ویژگی  2 همبستگی  دادهماتریس  نشان  عددی  است.  های  شده 

شود، بیشترین مقدار ضریب همبستگی  طور که مشاهده میهمان

های امتیاز و شاخص پیشنهاد محصول و برابر با به ویژگی  مربوط

نحوه توزیع شاخص پیشنهاد    الف-3شکل  شود.  برآورد می  79/0

مشتریان،   توسط  امتیازهای    ب-3شکل  محصول  توزیع  نحوه 

امتیازهای مشتریان با توجه به   4شکل موجود در مجموعه داده و 

 دهند.  گروه سنی و نام بخش را نشان می 

 

 ی عدد یها یژگ یو یهمبستگ سیماتر 2 شکل

درصد از مشتریان محصول    2/82شود،  طور که مشاهده میهمان

پیشنهاد می خریداری دیگران  به  را  امتیاز  شده  مقدار   5کنند.  با 

درصد دارای بیشترین سهم در تعداد کل مجموعه داده است   2/55

بیشتر  گیرند.  قرار می  1و    2،  3،  4و پس از آن به ترتیب امتیازهای  

اند  سال ثبت شده  75تا    20امتیازها توسط افراد در محدوده سنی  

میانگین    5شکل  و بالاتر هستند.    3و بیشترین نظرات دارای امتیاز  

طور  دهد. همانتعداد مفید بودن نظرات برای هر امتیاز را نشان می

می مشاهده  بودن که  مفید  تعداد  میانگین  مقدار  بیشترین  شود 

 شود. برآورد می 3تا  1نظرات مربوط به امتیازهای 

 

 عیتوز نحوه( ب محصول شنهاد یپ شاخص عیتوز( الف 3 شکل

 امتیازها

 

 بخش نام و یسن گروه به توجه با انیمشتر یازهایامت 4 شکل

 

زایامت هر یبرا نظرات بودن دیمف تعداد نیانگیم 5 شکل
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 سازی موضوعی مدل 3-3

در این بخش ابتدا به بیان توضیح مختصری از روش تخصیص پنهان 

و چرایی استفاده    15بندی خوشه  ،14سازی موضوعیدر مدل  13دیریکله

این مقاله   این دو روش در  ادامه روشاز  -پرداخته خواهد شد. در 

شناسی این بخش از مطالعه بیان و نتایج برآوردشده گزارش خواهد  

 شد.  

-بدون  شکلی از یادگیری ماشین تخصیص پنهان دیریکله: •

 نظرات   متن  از  پنهان   موضوعات  کشف  برایظارت است که  ن

 موضوعات   از  گروهی  یافتن  مدل  این  شود. هدفمی  استفاده

  بهترین  به  اسناد  تمام  در  را  شده  مشاهده  کلمات  که  است

  شامل  از این مدل  شدهتولید   اطلاعات.  کند  توصیف  شکل

 احتمال   و  موضوعات  از  یک  هر  با  مرتبط  کلیدی  کلمات

است    موضوع  هر  با   متنی  نظرات  از  یک  هر  شدن  مرتبط

[20] . 
-K  بندیخوشه   الگوریتم  : K-meansبندی  خوشه •

means   که    است  نظارتبدون  یادگیری  هایالگوریتم از

داده   از  هاییکلاس   به  هاداده  از  ایمجموعه  بندیطبقه  برای

  یداده  مجموعه  بندیطبقه  . شودمی  استفاده   مشابه  ایه

N  به   ها ویژگی  اساس  بر   مورد  k   با   مجزا  هایزیرمجموعه  

  خوشه   مرکز  و  داده  آیتم  بین  فاصله  رساندن  حداقل  به

 . [21]شود می انجام مربوطه

این م برای  قالهدر  از روش  مدلانجام  ،  تخصیص سازی موضوعی 

طور ترکیبی استفاده شده  به  Means -Kبندیو خوشه دیریکله پنهان  

عنوان یک روش مبتنی بر احتمال، بهتخصیص دیریکله پنهان   .است

شبیه را توانایی  مختلف  اسناد  در  پنهان  موضوعات  توزیع  سازی 

می و  به داراست  متنتواند  در  غالب  موضوعات  مؤثری  های طور 

ها  مشتریان را شناسایی کند. این روش به تحلیل ساختار معنایی داده

ویژگی استخراج  امکان  و  متون کمک کرده  از  های دقیق موضوعی 

می فراهم  را  مشتریان  بهنظرات  در    علاوه، آورد.  سادگی  دلیل  به 

های متنی  سازی، قابلیت تفسیر بالا و کارایی آن در تحلیل دادهپیاده

به بالا،  حجم  روشبا  از  یکی  زبان عنوان  پردازش  در  محبوب  های 

ویژه برای مسائلی که نیاز به شناسایی و  به .  شودطبیعی شناخته می

انتخابی   های بزرگ داده دارند،ج موضوعات پنهان از مجموعه استخرا

 K-بندی. در کنار آن، الگوریتم خوشه[22]  مناسب و کارآمد است

 
13 Latent Dirichlet Allocation (LDA) 
14 Topic Modeling 

Means    تقسیم به خوشه برای  اسناد  اساس  بندی  بر  های مختلف، 

کار  ، بهپنهان دیریکلهتخصیص    دست آمده ازهای موضوعی بهتوزیع 

داده ترکیب،  این  است.  شده  شباهتگرفته  اساس  بر  را  های  ها 

از    را  تریهای دقیقبندی کرده و تحلیلطور مؤثری گروهموضوعی به

امکان  این مطالعه،  پذیر مینظرات مشتریان  این، در  بر  سازد. علاوه 

و تعداد کلمات   مشتریان  ارتباط موضوعات غالب در هر خوشه با سن

متن تحلیل  نظرات  در  این  است.  شده  بررسی  نشان  مشتریان  ها 

متنمی و طول  که چگونه سن  می  دهند  به نظرات  تمایل  بر  تواند 

بهتر  درک  به  و  بگذارد  تأثیر  خاص  موضوعات  مورد  در   صحبت 

 . کندهای مشتریان کمک میالگوهای رفتاری و اولویت
های  طور ویژه مزایای زیادی از منظر استراتژی بررسی هر خوشه به

و کار  توسعه کسب  و  دارد.  بازاریابی  بر  ویژگی  در  های با شناسایی 

می کارها  و  کسب  خوشه،  هر  استراتژی خاص  بازاریابی توانند  های 

های خاص مشتریان در هر گروه را طراحی متناسب با نیازها و خواسته 

های کنند. برای مثال، یک خوشه ممکن است تمایل زیادی به ویژگی

خاص محصول نشان دهد که نیاز به تبلیغات هدفمند و تشویق به 

ای دیگر ممکن است بیشتر به خدمات خرید دارد، در حالی که خوشه 

علاقه مشتری  تجربه  یا  فروش  از  بهپس  باشد.  تحلیل مند  علاوه، 

ب و کارها کمک کند  تواند به کسموضوعات موجود در هر خوشه می

خاص   ترجیحات  اساس  بر  را  خدمات  و  محصولات  پیشنهادات  تا 

مشتریان هر خوشه سفارشی کرده و تجربه مشتری را بهبود بخشند. 

تر رفتار مشتریان کمک در نتیجه، این روش نه تنها به تحلیل دقیق

بلکه میمی و کند،  کار  برای رشد کسب و  راهکارهای مؤثری  تواند 

   . جذب مشتریان بیشتر ارائه دهد

پیش  انجام  از  گمشده،  پردازشپس  مقادیر  مدیریت  مانند  هایی 

ای، شمارش تعداد کلمات و تعداد کلمات  های طبقهکدبندی ویژگی 

های لباس دارای فراوانی کمتر از یک درصد تعداد کل  یکتا، شناسه

آن به  یکسانی  شناسه  و  تعداد  شناسایی  داده شد. سپس  نسبت  ها 

شناسه از  یک  هر  نام تکرار  با  ستونی  در  و  شده  نرمال  لباس  های 

شناسه لباس جدید به مجموعه داده اضافه شد. در مرحله بعد میزان 

ها برآورد و در  قطبیت و احساسات متن نظرات به همراه عنوان آن

افزوده شد.  داده  به مجموعه  احساسات کل  امتیاز  عنوان  با  ستونی 

خوشه به الگوریتم  عملکرد  بهبود  کاهش   ،Means-K  بندیمنظور 

-تحلیل مؤلفهوها با استفاده از تجزیهدادهابعاد و رسم مجموعه داده،  

15 Clustering 
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اصلی  تحلیل 16های  سپس  پایین  17SNE-T و  ابعاد  کاهش  به  تر 

در نظر گرفته شدند.    Means-Kو به عنوان ورودی الگوریتم    یافتند

SNE-T   نمایش برای  که  است  غیرخطی  ابعاد  کاهش  روش  یک 

 بعدی بسیار مؤثر است ها در فضای دو یا سهساختارهای پیچیده داده

های پیچیده با حفظ روابط غیرخطی بندی مؤثرتر دادهامکان خوشه   و

پس از آن با استفاده از نمودار   .[23]  کندفراهم میرا  میان نقاط داده  

Elbow    سیلوئتو خوشه  معیار  بهینه  شد.  تعداد  برآورد   روشها 
elbow    ها در الگوریتمبرای تعیین تعداد بهینه خوشه Means-K 

. این معیار  کند عمل می(  SSE)18بر اساس معیار مجموع مربعات خطا

فاصله داده  هایمجموع  نزدیکمربعات  تا  را ها  خوشه  مرکز  ترین 

ها ها درون خوشه عنوان شاخصی برای پراکندگی دادهو به  گیریاندازه

های مختلف برای تعداد خوشه   SSEکند. برای این منظور،  عمل می

ای که نقطه وآمده در قالب یک نمودار رسم  دستمحاسبه و مقادیر به

عنوان مقدار بهینه کند بهروند کندتری پیدا می SSE در آن کاهش

ها  به این معناست که داده SSE کاهش.  شد ها انتخاب  تعداد خوشه

و منسجمبه خوشه  تقسیم میهای مجزا  میانگین    . [24]  شوند تری 

خوشه به  نیز  سیلوئت کیفیت  ارزیابی  دادهمنظور  استفاده بندی  ها 

نشانمی و  درونشود  انسجام  بین خوشه دهنده  جداشدگی  و  ای 

، فاصله هر نقطه از نقاط دیگر  مقدارها است. برای محاسبه این  خوشه 

در این .  [25]  شودترین خوشه محاسبه میدر خوشه خود و نزدیک 

با    مطالعه، برابر  تعداد دو خوشه  برای  برای   53/0مقدار سیلوئت  و 

دهنده دست آمد. این تفاوت نشانبه  45/0تعداد سه خوشه برابر با  

خوشه  در  مشابهی  کیفیت  خوشه  تعداد  دو  هر  که  است  بندی  این 

تعداد سه خوشه  elbow نموداربا توجه به  ،  از طرفیها دارند.  داده

بهینه  به تعداد  کمترینخوشه عنوان  با  خطا    ها  مربعات  و مجموع 

  . با توجه به این که نتایج روش شناسایی شدها  بندی بهتر دادهتقسیم

elbow    راستا هستند و تعداد سه طور کلی همو امتیاز سیلوئت به

ها  بندی و انسجام بهتر دادهزمان کیفیت بالاتری در خوشه خوشه هم

ها در نظر خوشه عنوان تعداد بهینه  سه خوشه به  تعداددهد،  ارائه می

K-ریتم  بندی با استفاده از الگوعملیات خوشهدر نهایت    گرفته شد.

eansm    .نمودار    الف  -6شکل  انجام شدElbow    ب نمودار   - 6شکل  و

-را نشان می های بهینهبرای محاسبه تعداد خوشه  میانگین سیلوئت

 دهند.  

 
16 Principal component analysis (PCA) 
17 T-distributed Stochastic Neighbor Embedding (t-SNE)  
18 Sum of Squared Errors (SSE) 

 

 میانگین سیلوئت  نمودار( ب  Elbow  نمودار( الف 6 شکل

به  کلمات  اینکه  از  کردن  حاصل  اطمینان  برای  بعد  مرحله  در 

شوند، با  به صورت کلمه بیان می  19درستی بر اساس بخش گفتارشان

بودنشان مشخص شده  از تابعی اسم، صفت، قید و یا فعل  استفاده 

های نگارشی، کلمات توقف و کلمات است. پس از آن با حذف علامت

دارای کمتر از سه حرف، تبدیل حرف اول کلمات به حرف کوچک و 

ها انجام شد. سپس با استفاده از کلمات  تمیزسازی داده   20یابیریشه

 vec2Wordبه کمک تکنیک    21اسم و صفت به ساخت مدل بایگرام

بایگرام پرتکرار پرداخته شد. این   30)برای استخراج ویژگی( و برآورد  

   نشان داده شده است.  7ها در شکل بایگرام

 

   پرتکرار گرامیبا 30 7 شکل

19 Part-of-speech 
20 Lemmatization 
21 Bigram 
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-نشان هایی مانند تمجید فراوانعبارتشود،  همانطور که مشاهده می

رضایت د از خرید خود  کلی مشتریان  در حالت  است که  آن  هنده 

دارند. از طرفی نوع اندام، قیمت فروش، ارزش کالا با توجه به قیمت، 

فروشنده با  شستمقایسه  نحوه  و  سبک  وزن  محلی،  از وهای  شو 

باید عبارت که  هستند  موضوعاتی  از  نتیجه  در  و  پرتکرار  های 

ها مانند شلوار جین، دامن، بندی لباسموردتوجه قرار گیرند. دسته

های سال نیز ها و همچنین فصلژاکت و غیره، تناسب و اندازه لباس

نمودار فاصله بین   8شکل  شوند.  از موضوعات مهم در نظر گرفته می

نمودار بین    9شکل  یک،    موضوعبه    مربوط  پرتکرار  کلماتموضوعی و  

به موضوع دو،   مربوط  پرتکرار  کلمات  و  نمودار   10شکل  موضوعی 

نمودار   11شکل فاصله بین موضوعی و کلمات پرتکرار موضوع سه و 

فاصله بین موضوعی و کلمات پرتکرار مربوط به موضوع چهار را نشان 

به بررسی هر یک از موضوعات و کلمات مرتبط      2  جدولدهند.  می

  از  جامعی  درک   هاتحلیل  این  پردازد.ها به صورت مختصر می با آن

  اقلام  بررسی  هنگام  مشتریان  که  هایینگرانی   و  کلیدی  موضوعات

موضوع  دهند. می  ارائه  دارند،  موضوع  چهار  از  یک  هر  در  زنانه  لباس

بندی هر یک از توجه این است که در این جدول ترتیب دستهقابل

به کلمات  تعداد  اساس  بر  است.  موضوعات  دسته  آن  در  کاررفته 

پراهمیت یک  موضوع  در  در بنابراین  اندازه،  و  تناسب  مورد  ترین 

موضوع دو پارچه و راحتی، در موضوع سه تناسب و اندازه و در موضوع 

برای  تخصیص دیریکله پنهان  چهار تناسب و راحتی است. پس از آن  

 coherenceموضوعی آزمایش و با توجه به معیار    23تا    2های  حالت

 ها چهار در نظر گرفته شد. بهترین تعداد موضوع

 

 موضوع یک  پرتکرار کلمات و  یموضوع نیب فاصله نمودار 8 شکل

 

   موضوع دو پرتکرار کلمات و یموضوع نیب فاصله نمودار 9 شکل

 

 سه  موضوع پرتکرار کلمات و  یموضوع نیب فاصله نمودار 10 شکل

 

ر چها موضوع پرتکرار کلمات و یموضوع  نیب فاصله نمودار 11 شکل
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 ی موضوع یسازمدل جینتا لیوتحلهیتجز 2  جدول

 تحلیل شده کلمات استفاده شده موارد بیان 

ت
عا

ضو
مو

 

ن( 
جی

 و 
وار

شل
ر 

ز ب
رک

تم
)م

ک 
ع ی

ضو
مو

 

 تناسب و اندازه
"size," "petite," "regular," 

"small," "waist," "short," 

"usual" 

 برجسته  را  تناسب  بر  تاکید  معمول  کوتاه و  کمر،  کوچک،  عادی،  اندام،  ریزه   اندازه،  مانند  عباراتی

( کوچک   مثلاً)  مختلف  سایزهای  به  نیاز  جین،  شلوار  یا  شلوار  تناسب  به  اغلب  خریداران.  کندمی

 کنند.می  اشاره  کامل تناسب به رسیدن و

 ",comfortable" راحتی

"stretch","soft", "skinny" 

 قرار   اولویت  در   را  لباس  احساس  خریداران  دهدمی  نشان  نرم  و  کشش  راحت،  مانند  کلماتی

 .دهندمی

 ",pair," "perfect," "nice" ظاهر و استایل 

"cute," "style," "quality" 

 و   شلوار  کلی  استایل  و  ظاهر  اهمیت  کیفیت  و  استایل    ناز،  خوب،  عالی،  جفت،  مانند  کلماتی

 .دهدمی نشان  را جین شلوار

 store," "sale," and" تجربه خرید

"retailer" 

 و  مکان  ازجمله  خرید،  تجربه   که  دهدمی  فروش نشانخرده   و   فروش   فروشگاه،  مانند  عباراتی

 .دارد مشتری رضایت در مهمی نقش  اقلام، خرید نحوه 

 ,",time," "buy," "right" ها و کاربردها مناسبت

"glad" 

 اساس  بر  را  موارد   این  مشتریان  که  دهدمی  نشان  خوشحال  و  درست  خرید،  زمان،  مانند   کلماتی

 .کنندمی بررسی خود خرید از کلی رضایت و مختلف هایمناسبت برای هاآن بودن مناسب

ن( 
اه

یر
و پ

ت 
ژاک

ر 
ز ب

رک
تم

)م
دو 

ع 
ضو

مو
 

 ",soft," "fabric," "material" پارچه و راحتی

"warm," "nice" 
 و  راحت   مواد  برای  مشتریان  که  دهدمی  نشان  خوب  و   گرم   مواد،   پارچه،  نرم،   مانند  کلماتی

 هستند. قائل ارزش خود ژاکت و پیراهن در باکیفیت

 ظاهر 
"beautiful," "cute," 

"black," "blue," "button," 

and "detail" 

 و   بصری   جذابیت  که  دهندمی  جزئیات نشان  و   دکمه  آبی،  مشکی،   ناز،  زیبا،  مانند  عباراتی

 .  است مهم بسیار مشتریان برای طراحی جزئیات

 price," "sale," and" قیمت و ارزش

"retailer" 

  این  بررسی  هنگام  مشتریان  که  دهندمی  نشان  فروش خرده   فروش و  قیمت،  مانند  کلماتی

 کالا   اینکه  احساس  و  خوب  معاملات  یافتن.  گیرندمی  نظر  در  را  پول  ارزش  و  هزینه  موارد،

 هستند. مهمی عوامل دارد، را قیمت ارزش

 "small" and "little" تناسب و اندازه

 مشتریان . است مهم موارد از نیز اندازه  و تناسب که دهدمی  نشان کم و بیان کلمات کوچک

  بحث   خیر   یا  است   دقیق   اندازه   آیا  اینکه   و   است  انتظار  مطابق  اقلام   آیا  اینکه  مورد  در  اغلب

 کنند.می

 ",store," "online," "photo" تجربه خرید

and "picture" 

 چه  و   فروشگاه   در  چه  را  خرید  تجربه   اهمیت  تصویر  و  عکس  آنلاین،  فروشگاه،  مانند  عباراتی

 و   حضوری مقابل در هاعکس در اقلام شدن ظاهر نحوه  درباره  مشتریان. دهدمی نشان آنلاین

 کنند.می  بحث خریدشان کلی تجربه

سه
ع 

ضو
مو

  
پ( 

 تا
ن و

اه
یر

ر پ
ز ب

رک
تم

)م
 

 تناسب و اندازه

"size," "small," "large," 

"medium," "shoulder," 

"waist," "body," "bust," 

and "arm" 

 تأکید  دهنده نشان بازو  و سینه بدن، کمر، شانه،  متوسط، بزرگ، کوچک، اندازه، کلماتی مانند

 کلی است. اندازه  مورد در نگرانی و بدن مختلف اعضای با هاپیراهن تناسب  نحوه  بر زیادی

 fabric," "material," and" پارچه و جنس

"soft" 
 مشتریان .  کندمی  برجسته   را  پارچه  راحتی  و  کیفیت  اهمیت  نرم  و  مواد  پارچه،  مانند  عباراتی

 .کنندمی اظهارنظر آن  کلی کیفیت  و  مواد احساس مورد در اغلب

 ظاهر و استایل 
"beautiful," "cute," "nice," 

"design," "flatter," 

"shape," and "model" 

  نشان را  استایل  و  ظاهر  اهمیت   مدل  و   شکل   تر،مطلوب  طراحی،  زیبا،  ناز،  زیبا،  مانند  کلماتی

 ها آن   آیا  و  رسندمی  نظر  به  چگونه  هاپیراهن  که  کنندمی   فکر  این  به  مشتریان.  دهندمی

 خیر. یا هستند جذاب بدنشان  فرم به  نسبت

 "return", "design" ها کاربردها و مناسبت

 دلیل  به   بازگشت   روند   مورد  در  است   ممکن   نظرات  از  برخی   که   دهدمی  کلمه بازگشت نشان

بحث   مشکلات  یا  تناسب  مشتریان  که  دهدمی  نشان  طراحی  مانند  کلماتی  کنند.  کیفیت 

 گیرند.مختلف در نظر می هایمناسبت برای را هاپیراهن
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 ",short," "bottom," "tight" جزئیات

"length," "side," "area" 

 در   خاصی  جزئیات  که  دهدمی  نشان  منطقه  و  کنار   طول،  تنگ،  پایین،  کوتاه،  مانند  عباراتی

  پیراهن  از  خاصی  هایجنبه  اغلب   هاآن.  است  مهم  مشتریان  برای  پیراهن   طرح   و   تناسب  مورد

 گذارد.می تأثیر هاآن رضایت بر که کنندمی بیان را

ن
دام

ر )
ها

 چ
وع

ض
مو

 
س

با
و ل

ی(
سم

رر
غی

ی 
ها

 

 ",comfortable," "soft" تناسب و راحتی

"fit," "comfy," "perfect" 

 و   احساس  به  که مشتریان  دهدمی  نشان  کامل  و  راحت  مناسب،  نرم،  راحت،  مانند   کلماتی

 مناسب  هم  و  راحت  هم   که  است   مواردی  یافتن  بر  تاکید.  دهندمی  اهمیت  هادامن  تناسب

 باشند.

 ظاهر و استایل 
"cute," "nice," "beautiful," 

"flatter," "style," "detail," 

and "quality" 

 را  استایل  و  ظاهر  اهمیت  کیفیت  و  جزئیات  مسحورکننده، استایل،  زیبا،  ناز،  مانند  کلماتی

 دارند  جذابی  طراحی  جزئیات  و  رسندمی  نظر  به  زیبا  که  هاییدامن  از  مشتریان.  دهندمی  نشان

 کنند.می قدردانی

-ها و تطبیقمناسبت

 پذیری 
"casual," "summer," "fall," 

"piece," "easy,"  

آسان  پاییز،  تابستان،  کژوال،  مانند  عباراتی و   دنبال  به  مشتریان  که  دهدمی  نشان  تکه 

 مختلف  هایمناسبت  برای   و   مختلف  فصول   در  بتوانند   که  هستند  ایکاره همه   هایدامن

 است.  مهم نیز بلوز و  پیراهن مانند مختلف های تاپ با هادامن کردن ست قابلیت . بپوشند

 ",fabric," "material" پارچه و جنس

"light," and "feel" 

  ها دامن  احساس  و  پارچه  کیفیت  که  دهدمی  نشان  حس  و  سبک  مواد،  کلماتی مانند پارچه،

 هوایی   و  آب  شرایط  برای  مواد   بودن  مناسب  مورد  در  اغلب   مشتریان.  هستند  دارای اهمیت

 دهند.می نظر  آن کلی کیفیت و مختلف

 compliment," "time," and" تجربه خرید و رضایت

"glad" 

 بازخوردهایی   تأثیر  تحت  مشتریان  که  دهدمی  نشان  خوشحال  و  وقت  تمجید،  مانند  کلماتی

 مثبت  تجارب.  کنندمی  دریافت  خرید  از  هاآن  کلی   رضایت  و  دامن  پوشیدن  هنگام  که  هستند

 کند.می کمک هاآن رضایت به دیگران تمجید و تعریف و
 

وتحلیل مربوط به هر خوشه با توجه به درصد  درنهایت تجزیه

ویژگی مصورسازی  آن  امتیازها،  در  اصلی  موضوعات  و  عددی  های 

 به ترتیب درصد موضوعات    14و    31،  12های  شکلخوشه انجام شد.  

 دهند. و امتیازها در خوشه یک، دو و سه را نشان می

 

  در ازهایامت درصد( ب کی خوشه در موضوعات درصد( الف 12 شکل

 ک ی خوشه

های عددی در هر سه خوشه نحوه توزیع برخی از ویژگی  15شکل  

شده، خوشه یک شامل دهد. با توجه به نمودارهای گزارشرا نشان می

که نظرات نسبتاً   است  40-25گروه سنی  با  سال  میان   وزنان جوان  

ها  آننظرات  درصد از    47و حدود    اندکلمه( نوشته  50-10دقیقی )

و متمرکز بر تناسب و راحتی، پارچه و جنس،   3  وضوعمربوط به م

خوشه دو دربرگیرنده .  است  ظاهر و استایل و جزئیات پیراهن و تاپ

 است.سال  35-60گروه سنی  با  سالمند و  سالزنان میاننظرات 

 

  در ازهایامت درصد( ب دو خوشه  در موضوعات درصد( الف 13 شکل

 دو  خوشه

و تقریبا کلمه    90-40  با نزدیک به  توصیفی  ها به صورتنظرات آن

طور که گفته شد . هماناست  2  وضوع مربوط به مها  درصد آن  33

بیشتر روی موضوع  و  این  و   ژاکت  ارزش  و  پارچه  راحتی،  پیراهن، 

متمرکز گروه  شده  قیمت  نظرات همه  شامل  های است. خوشه سه 
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از   -80سال است که نظرات بسیار دقیق با تعداد    60تا    25سنی 

درصد از این نظرات مربوط به   42اند.  نزدیک به  کلمه نوشته  110

 است.  2موضوع 

 

  در ازهایامت درصد( ب سه خوشه  در موضوعات درصد( الف 14 شکل

 سه خوشه

 

 ها خوشه  در یعدد یهایژگ یو عیتوز نحوه 15 شکل

 انتخاب ویژگی    - 3-4

از بررسی میزان همبستگی ویژگی امتیاز بهپس  ویژگی  با  عنوان ها 

به   توجه  با  و  هدف  مدل دستبه  صحتمتغیر  اعمال  از  های  آمده 

منظور انجام یادگیری ماشین بر مجموعه داده تصمیم گرفته شد به

 استفاده شود.   امتیازاین مطالعه از ویژگی متن نظرات و 

 ها و استخراج ویژگی پردازش دادهپیش - 3-5

 
1 Synthetic Minority Oversampling Technique 

به مطالعه  این  پیشدر  انجام  از منظور  ویژگی  استخراج  و  پردازش 

شود که به همراه حذف کلمات توقف استفاده می  TFIDFالگوریتم  

 ها خواهیم پرداخت.در ادامه به بیان توضیح مختصری از آن

 ارزش  زبان که یک در اصطلاحات ترینرایجکلمات توقف:  •

 کنند را می   کمک   متن  کلی  درک  به  فقط   و   ندارند   معنایی 

تعریف،   با   که   گویند   توقف   کلمات   اضافه،  حروف  حروف 

.  شوندمی  مشخص  ضمایر  و   ربط   حروف  نگارشی،   علائم 

  را  تحلیل  و  دهد می  کاهش  را  هاتوکن  مقدار  هاآن  حذف

 . [6] بخشد می بهبود

ویژگی:  TFIDFالگوریتم   • استخراج  منظور به  برای 

-نسبت  وزن  محاسبه  تبدیل متن به بردار و همچنین امکان

ابزار    در  موجود  عبارت  هر  به  شدهداده سند، 

TfidfVetorizer  کتابخانه  از  sklearn  می شود  استفاده 

استفاده   TF-IDFکه برای انجام این عملیات از الگوریتم  

و درنهایت کلمات موجود در متن نظر را به یک ماتریس  

 . [8, 11]کند برداری تبدیل می
 

 متعادل کردن مجموعه داده - 3-6 

های اکتشافی در بخش  تحلیل دادهوطور که در قسمت تجزیههمان

ویژگی توزیع   امتیاز  بررسی  دارای  داده  مجموعه  شد،  مشاهده 

بنابراین   است.  امتیازها  کلاس  مدل  منظوربهنامتعادل  های اعمال 

که در  یادگیری ماشین ابتدا باید مجموعه داده متعادل شود. ازآنجایی

  OverSamplingهای اقلیت مانند  داده های معمول افزایشتکنیک

داده است  را ممکن  نتایج  و  اضافه  مجموعه  به  زیادی  تکراری  های 

اعتماد کنند، روش انتخابی برای متعادل کردن مجموعه داده غیرقابل

از    1SMOTEرو روش  در مطالعه پیش استفاده  با  این روش  است. 

همسایه  نزدیک-kالگوریتم   مجموعه    منظوربهترین  کردن  متعادل 

نمونه میداده  تولید  جدید  مصنوعی  که  ازآنجایی.  [ 15]کند  های 

(  5تا    1متغیر هدف امتیاز در حالت معمول دارای پنج کلاس )امتیاز  

مدل  منظوربه است   اجرای  و  مطالعه  دوانجام  حالت  در  و ها  کلاسه 

کلاسه امتیازهای شوند. در حالت دوبندی می کلاسه امتیازها دستهسه

عنوان کلاس یک و بالاتر به 3عنوان کلاس صفر و امتیاز به  3قبل از 

حالت سهتعریف می در  از  شوند.  قبل  امتیازهای  عنوان به  3کلاسه 
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امتیاز   صفر،  کلاس  به  3کلاس  آن   1عنوان  از  بالاتر  امتیازهای  و 

ی بعد به اجرا شوند. در مرحلهدر نظر گرفته می  2عنوان کلاس  به

های یادگیری ماشین پرداخته خواهد شد. پس از بررسی کارهای مدل

مدل از  برخی  اعمال  همچنین  و  گذشته  مطالعات  و  های  مرتبط 

به   توجه  با  و  ماشین  مدل  صحتیادگیری  یادگیری حاصل،  های 

پیش مطالعه  برای  گرفته شده  نظر  در  از  ماشین  عبارت هستند  رو 

تصادفی،   جنگل  پشتیبان،  بردار  ماشین  لجستیک،  رگرسیون 

LightGBM  ،درخت تصمیم ،XGBoostای و ، بیز ساده چندجمله

مکمل  ساده  آن  1بیز  از  مختصری  توضیح  بیان  به  ادامه  در  ها که 

 پرداخته خواهد شد. 
 

 

 های یادگیری ماشینمدل  -3-7

نظارت  های یادگیری ماشین تحتاز مدلرگرسیون لجستیک:   •

کلاس در  که  پیشبندی،  است  و  از  تحلیل  استفاده  با  بینی 

می گرفته  کار  به  داده  مجموعه  یک  قبلی  شود.  مشاهدات 

سیگموئید    تابع   نام  به  لجستیک  تابع  یک  از  لجستیک  رگرسیون

احتمال رخ دادن متغیر وابسته را بین صفر و یک محدود    که

 . [12, 26]کند می استفاده احتمالات تخمین ، برایکند می

-های یادگیری ماشین تحتاز الگوریتم ماشین بردار پشتیبان:  •

بندی است و هدف آن یافتن  انجام وظایف کلاس  منظوربهظارت  ن

بین کلاسابر صفحه  بیشترین حاشیه  دارای  است که  های  ای 

 .  [26, 5] های آموزشی باشد داده

در    که  است  نظارتتحت  ماشین  یادگیری  روشدرخت تصمیم:   •

  با  و  شودمی  استفاده  بندیکلاس  همچنین  و  مسائل رگرسیون

  بینیپیش  به  آموزشی  های داده  از  داده  هایویژگی  خلاصه کردن

 . [26, 27] کند می کمک هدف  متغیر مقدار

تصادفی: • روش  جنگل  کلاساز  یادگیری های  بر  مبتنی  بندی 

و ترکیب    3بندی موازی است که با استفاده از روش گروه   2گروهی 

و   تصمیم  درخت  ها  ویژگی  و   ها داده   تصادفی   انتخابچندین 

 به   برازش رابیش  مشکل  بنابراین دهد.عملکرد مدل را بهبود می 

,  12]دهد  می  افزایش  را  بینیپیش  صحت  و  رساندمی  حداقل

26] . 

 
1 Complement naive Bayes (CNB) 
2 Ensemble learning 
3 Parallel ensembling 
4 Light Gradient Boosting Machine 
5 Gradient Boosted Decision Trees 

• LightGBM:4LightGBM    یادگیری بر  مبتنی  الگوریتمی 

چارچوب  از  استفاده  با  که  است  تصمیم  درختان  و  گروهی 
5GBDT    هایبا استفاده از تکنیکطراحی شده است. این مدل  

گرادیان  طرفهیک برداری  نمونه بر  و   (GOSS)6  مبتنی 

زمان درحالی  7(EFB)  انحصاری  هایویژگی  بندیدسته  که 

دهد عملکرد مدل را آموزش و استفاده از حافظه را کاهش می 

 .  [ 26, 5] بخشدبهبود می

چندجمله • ساده  مکمل:  ای  بیز  الگوریتمو  از  ساده  های بیز 

بیز  یادگیری ماشین تحت احتمال و قضیه  بر    بانظارت مبتنی 

وویژگی    جفت  هر  بین  استقلال  فرض  بهبود   آن  هدف  است 

 درنهایت   که  است  آموزشی  هایداده  از  استفاده  با  پسین  احتمال

شود می  جدید  هایداده  برای  گیریتصمیم  قانون  یک  به  منجر

  یک  که  دفعاتی  ای بر اساس تعداد. بیز ساده چندجمله[26,  28]

الگوریتم بیزساده    .کندعمل می   شودمی  ظاهر  سند   یک   در  کلمه

چندجملهمکمل   بیزساده  از  که  اقتباسی  است  جای  ای  به 

احتمال   متعلق به یک کلاس خاص،  نمونهمحاسبه احتمال یک  

 . [ 29, 12] کند ها را محاسبه میبه همه کلاس نمونهتعلق 

• XGBoost    : ( شدید  گرادیان  از   XGBoost)8تقویت  شکلی 

  را   تریدقیق  های تقریبهای تقویت گرادیان است که  الگوریتم

های  و مانند جنگل  گیردمی  نظر   در  مدل  بهترین  تعیین  هنگام

  مدل  یک   که  است  ایمجموعه   یادگیری  الگوریتم  یک تصادفی  

معمولا    جداگانه،  هایمدل  سری  یک  اساس  بر  را  نهایی

 . [ 26, 27]  کند می تولید تصمیم،  هایدرخت 

 

 

 
 

 معیارهای ارزیابی - 3-8

از   هستند  عبارت  مطالعه  این  در  مورداستفاده  ارزیابی  معیارهای 

ای از نحوه محاسبه و  که خلاصه  1F، پوشش و امتیاز  دقت،  صحت

 شده است. نشان داده  3  جدولتوضیحات این معیارها در 

6 Gradient-based One-Side Sampling (GOSS) 
7 Exclusive feature bundling (EFB) 
8 Extreme gradient boosting (XGBoost) 
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 [9, 11, 6] محاسبه نحوه و یابیارز یارهایمع 3 جدول

 توضیحات  نحوه محاسبه نام

TP پوشش  TN
TPR

FN TP

+
=

+

 
های واقعی که به  نسبت مثبت

به یک  درستی    کلاس عنوان 

 .  شوندمثبت شناسایی می 

TP صحت  TN
A

TN FP FN TP

+
=

+ + +

 
  صحیح   هایبینیپیش  نسبت

پیش کل  تعداد    هایبینیاز 

 مدل  یک

TP ت دق
P

FP TP
=

+

 
-بینیپیش   هایمثبت  نسبت

  کلاس   در یک  درواقع  که  شده

 هستند.  مثبت

F1 1امتیاز  2
P TPR

F
P TPR


=

+
 

وزنی   و    صحتمیانگین 

نظر   در  با  که  است  پوشش 

  منفی  و   کاذب  مثبت  گرفتن

ارزیابی   از   تری دقیق  کاذب 

-کلاس  برای  مدل  یک   توانایی

ارائه نمونه  صحیح  بندی   ها 

 دهد.می

 
 ارزیابی و نتایج  - 4

های  شده توسط مدلدر این بخش به بیان معیارهای ارزیابی برآورد

-کلاسه و پنج کلاسه، سههای دویادگیری ماشین اجراشده در حالت

-شده در بخشدر بین کارهای مرتبط بیانکلاسه خواهیم پرداخت.  

کاوش احساسات بازخورد های قبل مطالعه شتی و همکاران با عنوان  

الگوریتمداده از  استفاده  با  الکترونیک  تجارت  یادگیری های  های 

ی انجام شده است و تنها  ماشین دارای متغیر هدف یکسان با مطالعه

است.   گرفته  دوکلاسه صورت  حالت  مقایسه   منظوربه  4  جدولدر 

صورت مطالعه  دو  ارزیابی  است.  معیارهای  شده  طراحی  گرفته 

ارزیابی بیان بر روی مجموعه داده معیارهای  شده در جدول هر دو 

الگوریتم استخراج ویژگی   از  در نظر   TF-IDFیکسان و با استفاده 

شده میهماناند.  گرفته  مشاهده  که  بالاترین  طور  در    صحتشود، 

با   پشتیبان  بردار  ماشین  مدل  به  مربوط  همکاران  و  شتی  مطالعه 

و بهترین عملکرد در این مطالعه مربوط به مدل جنگل   94/0  صحت

با   آن    98/0  صحتتصادفی  از  پس  بردار    صحتو  ماشین  مدل 

توجه این موضوع قابلشود.  در نظرگرفته می  95/0پشتیبان برابر با  

رفع نامتعادل   منظوربه( 2024است که در مطالعه شتی و همکاران )

 بودن مجموعه داده راهکاری ارائه نشده است.  

امتیاز  تدق،  صحتمقادیر   و  پوشش   ،1F   مدل های  برای 

ل جدو کلاسه در  کلاسه و پنجیادگیری ماشین اجراشده در حالت سه

کلاسه، بهترین عملکرد مربوط به شود. در حالت سه مشاهده می  5

با   تصادفی  جنگل  پوشش  96/0  دقت،  95/0  صحتمدل  و   93/0، 

است. پس از آن مدل ماشین بردار پشتیبان با دارا   1F  94/0امتیاز  

مقادیر   پوشش  90/0  دقت،  90/0  صحتبودن  امتیاز    88/0،   1Fو 

کلاسه نیز بهترین عملکرد عملکرد خوبی دارد. در حالت پنج  89/0

، پوشش  92/0  دقت ،  91/0  صحتمربوط به مدل جنگل تصادفی با  

است. پس از آن مدل ماشین بردار پشتیبان    1F  91/0و امتیاز    91/0

و امتیاز   83/0، پوشش  83/0  تدق،  83/0  صحتبا دارا بودن مقادیر  

1F 83/0   .عملکرد خوبی دارد 
 

 های آینده گیری و پیشنهادنتیجه  - 5

ادامه فعالیت در    منظوربهبا توجه به اهمیت شناخت رفتار مشتریان  

تجارت   نظرات  احساسات  بررسی  به  مطالعه  این  در  امروز،  دنیای 

تکنیک از  استفاده  با  زنان  پوشاک  زبان الکترونیک  پردازش  های 

های یادگیری ماشین به  طبیعی و یادگیری ماشین پرداخته شد. مدل

گرفته لجستیک، کار  رگرسیون  پشتیبان،  بردار  ماشین  شامل  شده 

چندجمله ساده  بیز  تصادفی،  جنگل  تصمیم،  ساده  درخت  بیز  ای، 

برداری کردن   منظوربههستند.    LightGBMو    XGBoostمکمل،  

 Word2vecو    TF-IDFو استخراج ویژگی متن نظرات از الگوریتم  

مدل شد.  تخصیص استفاده  روش  از  استفاده  با  موضوعی  سازی 

ی ارزیابی  معیارها انجام شد.  k-meansبندی  دیریکله پنهان و خوشه

  1F، پوشش و امتیاز  تدق،  صحتشده در این مطالعه شامل  استفاده

ازآنجایی حالتاست.  در  امتیاز  هدف  متغیر  پنج   که  دارای  معمول 

ها  انجام مطالعه و اجرای مدل  منظوربه( است  5تا    1کلاس )امتیاز  

اند. در حالت  شده  بندیکلاسه امتیازها دستهکلاسه و سهدر حالت دو

و بالاتر  3عنوان کلاس صفر و امتیاز به 3کلاسه امتیازهای قبل از دو

تعریف شدهبه یک  حالت سهعنوان کلاس  در  امتیازهای اند.  کلاسه 

و امتیازهای   1عنوان کلاس  به  3عنوان کلاس صفر، امتیاز  به  3قبل از  

اند. پس از اعمال  در نظر گرفته شده  2عنوان کلاس  بالاتر از آن به

سه الگوریتم هر  در  طبیعی  زبان  پردازش  و  ماشین  یادگیری  های 

 98/0 صحتحالت بهترین عملکرد مربوط به مدل جنگل تصادفی با 

-در حالت پنج  91/0کلاسه و  در حالت سه  95/0در حالت دوکلاسه،  

 لاسه برآورد شد.  ک
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است، اما   کاوی و پردازش زبان طبیعیاین مطالعه ترکیبی از متن

اهداف و روش اساس  کاوی متمرکز شناسی، بیشتر به حوزه متنبر 

تحقیق، تحلیل و طبقه اصلی  با  است. هدف  بندی نظرات مشتریان 

پردازش  هایهای یادگیری ماشین است. تکنیکاستفاده از الگوریتم 

طبیعی برداری  Vec2Word و  IDF-TF مانند زبان  و  برای  سازی 

ویژگی شدهاستخراج  گرفته  کار  به  متنی  نقش های  و  اند 

پیشکنندهپشتیبانی در  دادهای  آمادهپردازش  و  برای ها  آنها  سازی 

 بندیدستهاند. علاوه بر این، فرآیندهایی مانند  سازی ایفا کردهمدل

و استفاده از    SMOTE  ها با سازی دادهمجدد متغیر هدف، متعادل

پیشالگوریتم  برای  ماشین  یادگیری  مختلف  تحلیل  های  و  بینی 

ها  بینیدهنده تمرکز تحقیق بر کشف الگوها و پیشاحساسات، نشان

 پردازش زبان طبیعی هایکه تکنیک های متنی است. درحالیاز داده

بخش مدلدر  مانند  بههایی  ویژگی  استخراج  و  موضوعی  کار  سازی 

آنرفته  اصلی  نقش  دادهها  اند،  تحلیل  از  و  پشتیبانی  متنی  های 

کاوی قرار سازی است. بنابراین، این تحقیق بیشتر در حوزه متن مدل

عنوان ابزارهایی برای  به پردازش زبان طبیعی های گیرد و تکنیکمی

انجام پژوهش در  منظوربه  .اندکاوی استفاده شدهتسهیل فرآیند متن

-های یادگیری ماشین، از مدل توان علاوه بر مدلکارهای آینده می

تحلیل احساسات استفاده وتجزیه  منظوربههای یادگیری عمیق نیز  

های استخراج ویژگی در پردازش زبان طبیعی نیز دارای کرد. تکنیک

بررسی نظرات و   منظوربهتوان  های متفاوتی هستند که میالگوریتم

 ها را به کار گرفت.رفتار مشتریان آن

 مشابه یکارها با دوکلاسه حالت جینتا سهیمقا 4 جدول

 این مطالعه ( 2024شتی و همکاران )  

 معیارهای ارزیابی 

 F1امتیاز  پوشش  ت دق صحت  F1امتیاز  پوشش  ت دق صحت 

دل
م

ن
شی

ما
ی 

یر
دگ

 یا
ی

ها
 

 95/0 95/0 96/0 95/0 96/0 99/0 94/0 94/0 ماشین بردار پشتیبان 

 91/0 92/0 91/0 90/0 97/0 99/0 94/0 93/0 رگرسیون لجستیک 

 92/0 92/0 92/0 91/0 - - - - درخت تصمیم 

 98/0 99/0 96/0 98/0 95/0 00/1 90/0 90/0 جنگل تصادفی

AdaBoosting 91/0 93/0 97/0 95/0 - - - - 

 - - - - 96/0 97/0 95/0 92/0 بیز ساده برنولی 

 89/0 94/0 86/0 87/0 94/0 00/1 89/0 89/0 ای بیز ساده چندجمله

 89/0 86/0 92/0 87/0 - - - - بیز ساده مکمل 

XGBoost - - - - 91/0 91/0 94/0 93/0 

LightGBM - - - - 90/0 91/0 92/0 91/0 

 کلاسهپنج و کلاسههس حالت جینتا 5 جدول

 کلاسهپنج کلاسهسه 

 معیارهای ارزیابی 

 F1امتیاز  پوشش  ت دق صحت  F1امتیاز  پوشش  ت دق صحت 

دل
م

ن
شی

ما
ی 

یر
دگ

 یا
ی

ها
 

 83/0 83/0 83/0 83/0 89/0 88/0 90/0 90/0 ماشین بردار پشتیبان 

 74/0 75/0 74/0 75/0 79/0 78/0 83/0 84/0 رگرسیون لجستیک 

 72/0 72/0 72/0 72/0 81/0 81/0 81/0 83/0 درخت تصمیم 

 91/0 91/0 92/0 91/0 94/0 93/0 96/0 95/0 جنگل تصادفی

 73/0 73/0 73/0 73/0 67/0 68/0 83/0 78/0 ای بیز ساده چندجمله

 72/0 72/0 73/0 72/0 76/0 75/0 81/0 81/0 بیز ساده مکمل 

XGBoost 86/0 87/0 82/0 83/0 79/0 80/0 79/0 79/0 

LightGBM 85/0 85/0 81/0 82/0 81/0 81/0 81/0 80/0 
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